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Abstract: This research article focused an efficient intrusion detection system using data mining 
techniques. Particularly the proposed system is about how to improvise data preprocessing results 
ie filling missing values using D-kNN algorithm with optimal k value and data reduction method 
as minimal maximal normalization in intrusion detection system implemented using KDDCUP 99 
benchmark dataset. 
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1. Introduction 
The need to do research regarding network-security has arrived because the numbers of 
cyberattacks keep increasing significantly every day. The intrusion detection systems are 
developed to prevent the applications, information and illegal access to the computers from 
intrusions. The Intrusion detection systems can differentiate between intrinsic and extrinsic 
intrusions in the network systems & servers. 
  
Therefore, initiate the warning buzzer if any threat to the security of the above mentioned take 
place in a network [1]. 
Intrusion typically means producing malicious and operative infringement. The main function of 
intrusion detection systems is to identify all kinds of intrusions, so far explored and unexplored 
hazard; to explore and prevent data from unexplored hazard; and to identify intrusions in a prompt-
pattern in a network [2]. 
The exploratory research was done by Anderson [3] who suggested various ways to test data. His 
work was to develop the algorithms and procedures for online automated systems. Audit-trails 
with improved protection and to consider various ways to analyze automated systems were 
initiated by the Sytek project [4]. These observations played a significant part in acquiring the first 
factual evidence of the theory stating that the end users can be differentiated from each other by 
using their usage information [5]. 
  
The foundation of real-time IDS provided as the evidence of SRI and Sytek-studies [6]. These 
systems continuously monitored the behavior of the users irrespective of being normal. The real 
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time IDS depends upon different methods: (1) intrusions both regular and doubted shall be easily 
noticed by the marked departure from the factual-patterns collected from the operator and (2) The 
rule-based expert systems are used to track potential susceptibilities and intrusions of the system-
targeted security protocols. To assess the IDSs, stability of precision and detection are two main 
measures applied [7], and to enhance these measures, various analysis in the domain of IDS have 
taken place in recent years [8]. The rule- based-expert-system and statistical- approach were 
primarily focused during the research studied in the beginning stages. Yet, it was not precise when 
applied to large dataset [9]. To overcome this shortcoming, data-mining-approaches [10, 11] and 
machine learning techniques come into the industry subsequently [12]. The researchers further 
explored some of the machine-learning-paradigms including Graph based methods [13], Linear 
Genetic Programming [14], Bayesian Network [15], k-NN [16], K-means-clustering [17], Hidden-
Markov-Model [18], Self-organizing-map [19], etc. Machine Learning [20] has the potential to 
  
identify the similarities between characteristics and classes that are identified in the training-data 
and it can also detect similar subdivision of features by feature-selection and dimensionality- 
reduction, the data acquired from this can be further used to construct a model to classify the data 
and to forecast. The data- dimensionality relevant to data-mining and machine-learning has 
increased rapidly in the past few years that lead to many queries on the education techniques of 
the present date [21]. The extreme fundamental characteristics make the model become over 
trained to master, which ultimately results in the deterioration of the performance of the particular 
model. 
2. Existing Work 
From the knowledge of Keserwani, Govil, & Pilli, (2023), the IDS types, six benchmark network 
datasets, high distributed dimensionality reduction methods, and classification techniques are 
purely based on machine learning and deep learning for intrusion identification. This is because 
they have the potential to discover the effectiveness and solidity of IDSs. To add to it, a common 
structure for NIDS has been introduced based on the literature review. In the end, the model for 
NIDS was developed by applying the said structure. 
  
This model accomplished accuracy rate of 98.11% and detection rate of 97.81% successfully and 
also has achieved better performance comparing to the other approaches. 
The contribution of Amuthaet.al(2022) for protective Network Detection system is a significant 
application for the protection in the domain of cyber security. It is necessary to select the features 
manually in traditional methods that use machine learning; which was a definite disadvantage. The 
concept of deep learning provides IDS structures which is useful to enhance the operation in data 
security and detection of malicious attacks. One of the greatest advantages of it is its ability to 
learn sequentially in its NID. The researchers consider the unforecastable importance of the input 
hidden layer as a significant problem in NID. Hence, they are concerned regarding the confluency 
and the time taken. The NID Recurrent Neural Network (RNN) method is recommended to 
integrate NID with Long- short-term-memory (LSTM). 
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The methodology of Sarkar, Sharma, & Singh, (2023) has the listed advantages; (1) It has two 
techniques of differentiating intrusions on the two conventional datasets using Machine Learning 
models. (2) The KDD-Cup99 and NSL KDD datasets are redistributed using data-augmentation. 
(3) It offers a three      
instructional techniques for enhancing identification of intrusion using Multi 
Layer Perception (MLP).  (4) A cascaded meta specialized classifier architecture has been 
introduced to differentiate between classes using a specialized one. (5) The dataset’s non flagged 
connections were assessed by almost all the meta-specialists. The classification accuracy ranges 
to 89.32% and the FPR to 1.95%, and hence this approach is considerably good as it increases the 
detection quality. (6). The efficient way to forecast are united by maximizing their weights to 
enhance the capability to detect. On the other hand, the NSL-KDD-dataset reports greater 
accuracy of 87.63% and a declining 1.68% of FPR of this approach. The design that had improved 
brilliance and accuracy of network intrusion identification and reduction of wrong alarm, 
a new deep-neural-network (NDNN) was designed by Jia,Wang& Wang (2019). The 
NDNN was further developed with four hidden layers which is important to identify and 
differentiate the intrusion characteristics of the KDD99 and NSL-KDD training data. The reports 
of the research on KDD99 and NSL-KDD datasets have shown that the NDNN-based method 
enhances the operations of the IDS and the reports show accuracy rate upto99.9%, which is 
comparatively greater than many other IDS. Hence this NDNN model is the best choice to make 
the system more secure. 
 
Addition to this, another model, Spark-Chi-SVM-model, was introduced for intrusion-detection 
by Othman et.al (2018). In this technique, the Chi-Sq- Selector has been used to select the 
characteristics, and an intrusion-detection- model has been developed with the help of Support 
Vector Machine (SVM) classifier on Apache Spark Big Data platform.  
 
To test the model, KDD99 has been used. The comparison of Chi-SVM-classifier with Chi-
Logistic-Regression-classifier has also been done by the researcher; the outcomes of which 
displayed that the Spark-Chi- SVM-model has the greater functionality, consumes less time for 
training and has higher capability to handle Big Data. 
 
3. Data Set 
A benchmark dataset called KDD cup 99 dataset is used to evaluate Intrusion Detection techniques. 
Since 1999, KDD’99 has been the most wildly used data set for the evaluation of anomaly 
detection methods. KDD training dataset consists of approximately 4,900,000 single connection 
vectors each of which contains 41 features and is labeled as either normal or an attack, with exactly 
one specific attack type. Table 2 shows the 41 features of KDD CUP 99. 
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Table1. KDD CUP 99 - 41 Features 

 
4. Proposed Method 
4.1 Preprocessing of the Data. 
Transforming and normalizing of data is executed on the 20% of the NSLKDD dataset in the 
process of data preprocessing. It has an absolute advantage of better predictive performance which 
is achieved by better exposure of the basic design of the data to the learning- algorithm. 
4.1.1 Transformation of the Data. 
In simple terms, the operation of transformation is used to convert the nominal values to numeric 
values. Some differentiation methods are unable to control the nominal characteristics and the 
IDSs are considered as the classification issue [66]. As part of the transformation function, the 
attributes of KDDCUP 99 20% dataset, which includes the type of protocol, service, and flags.  
 
These are being transformed from the nominal value to its numeric equivalent and the entire 
numeric values for the classification process are stored in the final KDD_CUP 20% dataset. 
4.1.2. Normalization of the Data 
Data normalization is one of the most important paradigms, especially in the field of classification. 
In the linear classification approaches, the instances are considered as a multidimensional-area. 
Some of the objective functions do not work in accordance without normalization. The reason may 
be the wide variations of data. By using the normalization function, a greater enhancement is 
achieved in terms of accuracy and speed. Here is an example to prove that, if the value of a certain 
characteristics has broad scope, then the distinct feature is able to control the range within the 
points. The importance of normalization can be understood by the given example. The 
normalization of the numeric characteristics is compulsory in order for all the characteristics to 
provide with close proportions to the actual distance. Minimal Maximal Normalization Approach 
is being used in the dataset for this study. 
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4.1.3 Filling Missing Values 
The D-kNN algorithm fills the missing values with optimal k values for each missing data. Because 
it is impractical for applying a fixed k value for all test samples. The optimal k values are selected 
through kTree method. For fast learning an optimal k- value for each test sample kTree method is 
introduced. It included a training stage into the conventional kNN method and thus returning a 
training model i.e., building a decision tree called kTree.  
Particularly in the training stage, kTree is used to reconstruct each training sample by all training 
samples through designing a sparse-based reconstruction model, which outputs an optimal-k-value 
for each training sample. After that a decision tree is constructed using training samples and their 
corresponding optimal k-values, i.e., regarding the learned optimal k-value of each training sample 
as the label. The training stage is offline and each leaf node stores an optimal k value in the 
constructed kTree. In the test stage, given a test sample, first search for the constructed kTree from 
the root node to a leaf node, whose optimal k value is assigned to this test sample so that using 
traditional kNN classification to assign it with a label by the majority rule. 
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In Eq. (1), 𝑊 = [𝑤1, 𝑤2, … 𝑤𝑛] ∈ ℝ𝑛×𝑛 denotes the reconstruction coefficient or the correlation 
between training samples and themselves. 
The relation between two training samples in 𝑋 is imposed to be reflected in the relation between 
their predictions by defining the following embedding function: 

 
The reconstruction processis interpreted to learn the optimal k values for training samples. The 
training samples are denoted as 𝑋 ∈ ℝ𝑑×𝑛 = [𝑥1, 𝑥2, … 𝑥𝑛], where 𝑑 number of training features 
and 𝑛 denotes the number of training samples. Each training sample 𝑥𝑖 is reconstructed with the 
goal that the distance between 
𝑋𝑤𝑖 and 𝑥𝑖 is as small as possible. 𝑤𝑖 ∈ ℝ𝑛denotes the reconstruction coefficient matrix. 
This can be achieved by using a least square loss function which is given as 
follows, 

 
In Eq. (2),𝑠𝑖𝑗 denotes an element in the 
feature similarity matrix 𝑆 which encodes the relation between feature vectors. As for the similarity 
matrix𝑆, a data adjacency graph is constructed by regarding each feature as a node and using k-
NNs along with a heat kernel function 𝑓(𝑎, 𝑏) to compute the similarities. The final objective 
function is defined for the reconstruction process which is given as follows, 
𝑚𝑖𝑛‖𝑋𝑊 − 𝑋‖2 + 𝜌 ‖𝑊‖ 
  
𝑊 𝐹 1 1 
+ 𝜌2𝑅(𝑊), 𝑊 ≥ 0 (3) 
  
In Eq. (3), 𝜌1 and 𝜌2 are tuning parameters and 𝑅(𝑊) denotes the regularization term. As the 
objective function is convex, the 𝑊 satisfying the 
(3) is a global optimum solution. The optimal solution 𝑊∗ the weight matrix or the correlation 
between training samples and themselves is obtained after optimizing the objective function. The 
element 𝑤𝑖𝑗 of 𝑊∗denotes the correlation 
between the 𝑖𝑡ℎ training sample and 𝑗𝑡ℎ 
training sample. 
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The positive weight indicates that the 𝑖𝑡ℎ training sample and 𝑗𝑡ℎ training sample are positively 
correlated and the negative weight indicates that their correlation is negative. After obtaining the 
optimal k values using kTree , take the average value in optimal k distances and it filled as a 
missing value. 
The Dk-NN algorithm fills the missing value with optimal k values for each missing data. The 
Optimal K values are selected by kTree method which is introduced for fast learning Training 
Stage. 
Training Stage 
kTree is used to reconstruct each training sample by all training samples through designing a 
Sparse based reconstruction  model which  outputs  a optimal k value. The learned optimal k value 
of each sample has label. 
 

 
Figure 2: D-kNN Algorithm Testing Stage 

Given test sample first search for the constructed kTree from the root to leaf node. Then Fill the 
missing value with kNN method with learnt optimal k values on all training samples. 
5 Performance Metrics 
Evaluating the performance of a proposed system is important step to build the effective system. 
To evaluate the system’s performance or quality, different types of metrics are used. The 
performance metrics  are  also  known  as  evaluation 
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metrics. These performance metrics helps to understand how well our proposed system has 
performed for the given data. In this method, we can improvise the system's performance by tuning 
its various 
parameters. 
  
5.3. Accuracy 
Accuracy is the ratio of the total number of correct predictions to the actual dataset size. It is 
calculated as, 
𝑇𝑃 + 𝑇𝑁 
 
Metrics are used to monitor and measure the system’s performance during training and testing 
phase. 
5.1 True Positive Rate (TPR) 

 
TPR measures the proportion of actual attacks are correctly identified as attacks. It can be 
calculated as, 
  
Precision is calculated based on the Intrusion Detection and malicious node detection at true 
positive and false positive 
predictions. 
  
𝑇𝑃𝑅 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑡𝑖𝑣𝑒 (𝑇𝑃) 
(𝑇𝑃+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝐹𝑁)) 

  
Where, 𝑇𝑃 is the number of instances correctly predicted as attacks 𝐹𝑁 is the number of instances 
wrongly predicted as non-attacks 
5.2 False Positive Rate (FPR) 
 
FPR measures the proportion of 
 
5.5 Recall 
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Recall is calculated based on the Intrusion Detection and malicious node detection at true positive 
and false negative predictions. 
  
normal traffic is identified as an attack. It can be calculated as, 
  
𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃 
𝑇𝑃+𝐹𝑁 
 
5.6 F - Measure 
  
 (8) 
   
𝐹𝑃𝑅 = 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑃) 
(𝐹𝑃+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)) 
  
  (5) 
  
F-measure is the harmonic mean of precision and recall. It is calculated as, 
  
Where, 𝐹𝑃 is the number of instances wrongly predicted as attacks 𝑇𝑁 is the number of instances 
wrongly predicted as non-attacks 
  
𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
(9) 
  
6. Results and Discussion 
The proposed method is implemented by python. There are 41 features are in KDDCUP 99 dataset. 
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Figure 1. Training Data set with Missing Values 

 
Figure 1 shows the missing data set that in duration_Numeric field two values are missed, 
Protocol_type 3 values are missed, in service normal 3 values are missed, in flag normal 5 values 
are missed; src_bytes numeric 3 values are missed and so on. Figure 2 shows the missing values 
in remaining features. 
 

 
Figure 2. Training Data set with Missing Values 

  
Figure 3 and 4 show the filling of missing values by proposed method. It Fills the missing values 
using DkNN method with learned optimal k values on all training samples. 
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Figure 3. Missing Values Replaced by DkNN 

 

 
Figure 4. Missing values Replaced by DkNN 

  
After the filling of missing values normalization can make it easier to interpret the results. It is 
used to convert the inputs will be on a common scale. Figure 5 and 6 shows the conversion of 
normalization. 
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Figure 5. After Normalization by Min Max Method 

 

 
Figure 6. After Normalization by Min Max Method 

  
True Positive Ratio(TPR) of k-NN with UDPPSO, KLDCFF and H- KLDCFF-RSITL and Dk-NN 
with DPPSO, KLDCFF and H-KLDCFF - RSITL is measured and their results shown below in 
Table 3. 
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Table 3.TPR vs. Training Size 

 
(a) 

 
 

(b) 
Figure 7 Evaluation of TPR. (a) TPR with k-NN, (b) TPR with Dk-NN 
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Figure 7 shows the TPR of different pre-processing technique with different subspace selection 
algorithms for Intrusion Detection. When the training size is 20000, the TPR of k-NN-H-
KLDCFF- 
RSITL is 2.4% greater than k-NN- KLDCFF and 6.25% greater than k-NN- UDPPSO. When the 
training size is 20000, the TPR of Dk-NN-H-KLDCFF-RSITL is 
3.48% greater than Dk-NN- KLDCFF and 5.95% greater than k-NN- UDPPSO. 
If the training size is 20000, then the TPR of Dk-NN-H-KLDCFF-RSITL is 
4.71% greater than k-NN-H-KLDCFF- RSITL. 
From this analysis, it is proved that the proposed Dk-NN has high TPR than the kNN and the H-
KLDCFF-RSITL has high TPR than other feature and sample selection algorithms. 
7. Conclusion 
The proposed framework, shown by experiment result, provided higher accuracy than other similar 
work and traditional ML methods, especially in the case of multiclass classifications. In the 
upcoming time, effort will be made to improve the two functions, the restore function and 
retraining function, turning retraining function into adaptive update so as to reduce manual 
intervention, whereas getting traceable effect in restore function. Furthermore, this research will 
serve as the basis for further research and investigation to enable the development of effective 
IDSs that can be used in a complex network environment. From this analysis, it is proved that the 
proposed Dk-NN has high TPR than the kNN and the H-KLDCFF- RSITL has high TPR than 
other feature and sample selection algorithms. 
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