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Abstract 
Purpose:  With the intensification of the aging population trend, the demand for elderly care 
services is steadily rising. Therefore, accurately understanding the actual needs of the elderly is a 
prerequisite for formulating effective elderly care policies and providing high-quality services. 
Through demand analysis, specific information about the elderly's health status, lifestyle, and 
mental state can be gathered, providing a basis for personalized services. Additionally, demand 
analysis can assist elderly care institutions or governments in planning suitable service offerings, 
enhancing service quality, and meeting the diverse needs of the elderly population. Moreover, 
timely understanding and addressing the actual needs of the elderly can improve their quality of 
life and sense of happiness, promoting social harmony and stability.  
 
Theoretical framework: Demand analysis for elderly care services is a crucial component in the 
construction of the elderly care service system, holding significant importance for ensuring the 
well-being of the elderly and the sustainable development of society. This study proposes a multi-
label model MAC for elderly care service demand analysis, incorporating a Multi-Layer 
Perceptron (MLP), Self-Attention mechanism, and Cosine distance.  
 
Methods: Using survey results and feedback from individuals aged 65 and above in Jiangsu 
Province as the dataset, MAC is employed to derive demand analysis results for elderly care 
services.  
 
Findings: The model utilizes the MLP as the foundation for linear fitting, effectively reducing 
individual differences between data. It employs the cosine value of the angle between two vectors 
in vector space as a metric for measuring the magnitude of differences between individuals, 
thereby enhancing the classification performance of elderly care services.  
 
Practical implications: The model incorporates a Self-Attention mechanism to strengthen the 
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fitting of the importance of all factors in the survey questionnaire to the final result. Experimental 
results demonstrate that the MAC model can provide more rational planning suggestions for 
elderly care service providers. As a fusion algorithm utilized in elderly care service analysis, MAC 
exhibits commendable performance. 
 
Originality/Value The originality lies in its emphasis on the main approaches, analysis methods, 
and recently used models in the study of aging population trend, the demand for elderly care 
services is steadily rising. 
Keywords: Elderly Care Service Analysis, MLP, Attention, Cosine, Multi-Label. 

1. Introduction 

Analysis of elderly care service needs aims to understand and predict the requirements of 
elderly individuals and the elderly population as a whole. This allows governments, social 
institutions, businesses, and individuals to better meet their needs. This analysis holds significant 
importance at the societal, economic, and policy levels. Firstly, by analyzing the factors 
influencing elderly care service needs, governments can gain a better understanding of the 
requirements of the elderly, enabling them to formulate more targeted social policies. This includes 
policies related to healthcare, long-term care, retirement benefits, and more. Governments can 
adjust resource allocation based on demand predictions to meet the needs of the elderly and 
enhance societal well-being. Secondly, based on the analysis of demand factors, social institutions 
and elderly care service providers can more effectively plan and provide services. They can 
determine which areas require more elderly care facilities, medical resources, social support, and 
more to meet the needs of the elderly. Furthermore, analyzing factors influencing elderly care 
service needs can help businesses identify commercial opportunities. They can develop new 
products and services to meet the needs of the elderly, such as smart health monitoring devices 
and age-friendly home renovations. With the increasing aging population, the elderly care service 
industry presents a potential employment opportunity, particularly in the fields of nursing, health 
management, and social services. Additionally, analyzing factors influencing elderly care service 
needs contributes to promoting social integration. Understanding the needs of the elderly can assist 
social organizations and volunteer groups in providing more social support and participation 
opportunities, reducing the elderly's sense of social isolation. Finally, individuals and families can 
use the analysis of demand factors to plan their finances. This allows for a more convenient 
understanding of needs in areas such as pensions, medical expenses, and long-term care costs, 
enabling wiser financial decision-making. Through the analysis of elderly care service needs, a 
deeper understanding of the structural factors influencing these needs and the importance of 
impression factors can be gained. 

Currently, many deep learning algorithms have been applied in various fields. For instance, 
Ruma et al. developed a socialized healthcare service recommendation using deep learning, which 
predicts the ratings of healthcare services based on trust relationships among users who have social 
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connections with active users[1]. Additionally, Meng et al. built a doctor recommendation system 
on healthcare consultation platforms, integrating knowledge graphs and deep learning to address 
research gaps in this area[2]. This study proposed an advanced doctor recommendation method 
utilizing health knowledge graphs to overcome data sparsity issues and generate accurate and 
interpretable recommendations using deep learning techniques. The widespread use and rapid 
development of deep learning have not only propelled industrial advancement but also fostered 
progress in the humanities. Tseng et al. applied deep learning and other technologies to extract 
critical information in elderly care, establishing an alert mechanism. This process aims to not only 
safeguard the physical well-being of the elderly but also attend to their mental health, establishing 
a model of well-being in intelligent community care[3]. Fahim et al. created a digital environment 
that replicates the homes of the elderly to inconspicuously monitor their daily activities. They 
successfully addressed learning challenges posed by different activities at home by introducing a 
deep meta-sequence model[4]. This method groups activities into meta-classes based on their 
nature, enabling abstract learning of feature spaces. This research provides a robust framework for 
digitally monitoring the behavior of the elderly, aiding healthcare professionals in understanding 
the level of support needed for their daily tasks and potential risks of emergencies at home. Pandia 
et al. developed an automated physiological signal monitoring system, leveraging emerging 
Internet of Things (IoT) technology to advance electronic healthcare systems[5]. They employed 
accurate signal prediction algorithms based on deep neural networks and achieved intelligent data 
collection using smart sensors and National Instrument myRIO. They also designed the Smart-
Monitor sensor product. Through experiments, they verified that the system could offer reliable 
assistance and accurately predict signals, achieving an average accuracy of 97.2%. This 
demonstrates the reliability and accuracy of their automated system. Ghosh et al. proposed a 
comprehensive intelligent home healthcare system (FEEL) for the elderly, addressing major 
challenges in medical IoT systems, including sparse labeled data and diverse user needs[6]. The 
system introduced a novel federated learning framework for analyzing and recommending health 
data and contextual information based on small sample learning. It also modeled the impact of 
health parameters and recommendations on the environment using user and context-based 
knowledge graphs, conducted user activity monitoring and location estimation using deep learning 
architecture, and presented an edge-fog-IoT collaboration framework to collect, store, and share 
medical recommendations while safeguarding user privacy. Valentina et al. introduced an 
innovative Human Activity Recognition (HAR) system that harnesses the potential of wearable 
devices and deep learning to accurately identify the most common activities in the daily lives of 
family members. The designed wearable sensor embeds Inertial Measurement Units (IMUs) and a 
Wi-Fi component, capable of sending data to cloud services. Users can also directly connect to the 
internet through a regular home router for convenient installation and management. This sensor is 
coupled with a Convolutional Neural Network (CNN) to perform inference with minimal 
resources, maintaining flexibility and feasibility on low-cost or embedded devices. The system is 
specifically designed for daily activity monitoring and accurately identifies nine different 
activities, achieving a high accuracy rate of 97%[7]. 
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Deep learning has achieved remarkable results in the application of elderly care services. It 
plays a crucial role in monitoring the activities of the elderly, assessing their health status, and 
diagnosing diseases. Through smart sensors and data analysis, real-time monitoring and 
personalized care for the elderly have been realized, thereby enhancing the quality and efficiency 
of elderly care services. However, there are also some pressing issues that need to be addressed. 
One of the most prominent concerns is data privacy and security. It is imperative to establish robust 
data protection mechanisms to safeguard the personal information of the elderly. In addition, the 
lack of interpretability of deep learning models is also a challenge, especially in critical areas like 
medical diagnosis. There is a need to further enhance the understandability of the models so that 
healthcare professionals can trust and effectively utilize these technological advancements. To 
address these challenges, this paper proposes the application of the MAC model in the analysis of 
elderly care service demands. Using elderly individuals aged 65 and above in Jiangsu Province as 
the research subjects, a dataset is constructed by collecting survey results and feedback. The MAC 
model is employed as the demand analysis model to derive the results of elderly care service 
demands. This model utilizes a multi-layer perceptron as the basic linear fitting model, which 
effectively reduces individual differences between data points. It uses the cosine value of the angle 
between two vectors in vector space as a measure of the magnitude of differences between 
individuals, thereby enhancing the classification performance of elderly care services. 
Additionally, the model incorporates a self-attention mechanism, which strengthens the fitting of 
the importance of all factors in the questionnaire to the final results. Experimental results 
demonstrate that the MAC model can provide more rational planning suggestions for elderly care 
service providers. 

2. Related Information 

2.1 Multilayer Perceptron MLP 

 MLP is a feedforward neural network model used to address tasks such as classification, 
regression, and other supervised and unsupervised learning tasks[8]. As shown in Fig. 1, MLP 
consists of multiple layers, including the input layer, multiple hidden layers, and the output layer. 
During forward propagation, input data propagates from the input layer to the hidden layers, and 
after passing through multiple hidden layers, it propagates to the output layer. In each layer, the 
input undergoes a transformation through a combination of weights and activation functions and 
is then passed to the next layer. There are many activation functions available, such as the Relu 
function, Sigmoid function, and Tanh function, all of which have a characteristic feature: they can 
facilitate easy backpropagation[9]. Backpropagation is accomplished by calculating the gradients 
of the model parameters (weights and biases) with respect to the loss function, and the entire model 
uses gradient descent or its variants to update the model parameters in order to minimize the loss 
function. 
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Fig. 1 Schematic diagram of MLP structure. 

Source: Authors 

The MLP is composed of multiple hidden layers, with each hidden layer containing numerous 
neurons, enabling it to learn and represent complex nonlinear relationships[10]. The network 
structure of MLP is also highly flexible, allowing adaptation to different types of data and tasks by 
adjusting the number and size of hidden layers, as well as the activation functions. Moreover, 
during both the forward propagation and backpropagation processes of the MLP, computations for 
each neuron can be carried out in parallel, resulting in rapid training speeds on graphics processing 
units (GPUs) and superior fitting performance compared to traditional machine learning 
algorithms. 

2.2 Commonly used distance functions 

In deep learning, distance functions are a method used to measure the similarity or dissimilarity 
between data points. These functions are commonly employed in various tasks such as clustering, 
dimensionality reduction, and classification. As shown in Table 1, this paper selects some 
commonly used distance functions and similarity metrics. 

For Euclidean distance, it is one of the most commonly used distance metrics[11]. It has a 
straightforward and intuitive calculation method, making it suitable for continuous feature data 
spaces, such as images and numerical data. However, in high-dimensional spaces, computing 
Euclidean distance may lead to the "curse of dimensionality," and it may not be suitable for sparse 
data as it tends to overemphasize missing features. Additionally, Euclidean distance does not take 
into account directional information between features, which may not be ideal for certain tasks 
like text classification. 

Manhattan distance is similar to calculating the walking distance between two points in a city, and 
like Euclidean distance, it is easy to understand and calculate[12]. However, unlike Euclidean 
distance, Manhattan distance is less sensitive to outliers. It only considers displacement along the 
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coordinate axes and does not account for diagonal paths, which may lead to inaccurate distance 
measurements in certain cases. 

In contrast to Euclidean distance, which may struggle in high-dimensional sparse domains, cosine 
similarity is not affected by the "curse of dimensionality" in high-dimensional spaces, making it 
highly effective for high-dimensional sparse data like text data[13]. Cosine similarity also 
considers the directional information between feature vectors, allowing it to better capture 
similarity in certain tasks. However, cosine similarity only takes into account the direction of 
feature vectors, without considering the distance information between them, which may make it 
less accurate than Euclidean or Manhattan distance in certain situations. 

Table 1 Introduction to commonly used distance functions 

Distance function Expression 

Euclidean distance 

𝑑ா௟ௗ = ඩ෍(𝑥௜ − 𝑦௜)
ଶ

௡

௜ୀଵ

 

manhattan distance 
𝑑ெ௛ௗ = ෍ |𝑥ଵ௞ − 𝑥ଶ௞|

௡

௞ୀଵ

 

cosine distance 𝑑௖௢௦

=
∑ 𝑥ଵ௞𝑥ଶ௞

௡
௞ୀଵ

ඥ∑ 𝑥ଵ௞
ଶ௡

௞ୀଵ ඥ∑ 𝑥ଶ௞
ଶ௡

௞ୀଵ

 

Source: Authors 

 

As shown in Fig. 2, cosine similarity measures the similarity between two vectors[14]. A value 
closer to 1 indicates higher similarity, a value closer to -1 indicates higher dissimilarity, and a 
value close to 0 suggests relative neutrality. Cosine similarity takes into account not only the 
magnitude (length) of the vectors but also their directions[15]. In the demand analysis of this paper, 
the degree of demand from the elderly for different elderly care services can be represented as a 
vector, where each dimension corresponds to a factor or feature. Cosine similarity is employed to 
compare the similarity between demands. 
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Fig. 2 Cosine distance function 

Source: Authors 

2.3 Commonly used activation functions 

Activation functions in deep learning serve the purpose of providing non-linear transformations to 
the data, enabling neural networks to become more complex and possess stronger representational 
capabilities. Commonly used activation functions include the sigmoid function, hyperbolic tangent 
(Tanh) function, Rectified Linear Unit (ReLU), and Leaky ReLU, as described in Table 2. The 
sigmoid function maps inputs to the range of (0,1), making it suitable for binary classification tasks 
where the output can be interpreted as probabilities. In some cases, sigmoid can mitigate the issue 
of gradient explosion, though its effectiveness is typically modest. However, sigmoid suffers from 
the problem of vanishing gradients[16], especially in deep networks, meaning that during 
backpropagation, gradients may become very small, leading to slow training. Sigmoid outputs are 
not zero-centered, which can lead to issues like neuron deadness. In contrast to the sigmoid 
function, the Tanh function is more zero-centered and is better suited for binary classification and 
regression problems. Similarly, ReLU and Leaky ReLU functions help alleviate the problem of 
vanishing gradients, as they have a gradient of 1 or x in the positive range, preventing significant 
compression of gradients. Leaky ReLU addresses the issue of "dead neurons" in the ReLU function 
by introducing a small negative slope. However, the parameter (negative slope) of Leaky ReLU 
needs to be adjusted, which is a hyperparameter that requires manual tuning. 
 
Table 2 Introduction to commonly used activation functions 

Activation 
function 

Equation 

 

Range 
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Sigmoid 
𝑓(𝑥) =

1

1 + 𝑒ି௫
 

(0,1) 

Tanh 
tanh(𝑥) =

sinh (𝑥)

cosh (𝑥)

=
𝑒௫ − 𝑒ି௫

𝑒௫ + 𝑒ି௫
 

(−1,1) 

ReLu 𝑓(𝑥) = 𝑚𝑎𝑥{0, 𝑥}

= ቄ
0   𝑥 ≤ 0
𝑥   𝑥 > 0

 

(0, +∞) 

Leaky ReLu 𝑓(𝑥) = ቄ
𝑥   𝑥 ≤ 0

𝑘𝑥   𝑥 > 0
 (−∞, +∞) 

Source: Authors 

2.4Self-Attention mechanism 
 
The core idea of the Self-Attention mechanism is that the model can allocate different weights at 
different time steps or positions in order to focus on the most relevant parts when processing input 
data. This can be seen as a kind of weighted pooling operation[17], where the weights represent 
the importance of different positions or features. As shown in Fig. 3, the neural network receives 
many vectors of varying sizes, and there are certain relationships between different vectors. 
However, during actual training, it is challenging to fully exploit these relationships among inputs, 
leading to poor model training results. To address the issue of conventional fully connected neural 
networks struggling to establish correlations among multiple related inputs, the Self-Attention 
mechanism is introduced. In practice, the Self-Attention mechanism aims to make the machine 
pay attention to the correlations between different parts of the entire input. 

 
Fig. 3 Self-Attention correlation degree 
Source: Authors 
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The Self-Attention mechanism allows the model to capture global dependencies when processing 
discrete sequential data, not just local information. Additionally, the Self-Attention mechanism 
can easily handle sequences of variable lengths[18]. This is because its computations dynamically 
adjust based on the length of the input sequence, without the need for padding or truncating the 
sequence. The Self-Attention mechanism automatically learns to extract features from discrete 
data, eliminating the need for manual feature engineering. This reduces the burden of feature 
engineering and makes the model more flexible, suitable for various types of discrete data. 

3 Elderly care service demand analysis model based on MAC model. 

3.1 Elderly care service demand analysis process 

The process of elderly care service demand analysis based on the MAC model is illustrated in the 
diagram. First, data is read from the CSV file and undergoes preprocessing. Next, the data is 
augmented and fed into the input module of the model. The processed data is then passed to the 
fully connected layers for label classification, ultimately yielding the categorized results of elderly 
care service demands. While an MLP alone can function as an end-to-end classifier model, 
requiring only the use of the Softmax algorithm for classification decisions at the output layer, this 
study employs a composite model for data classification and prediction. The Self-Attention 
mechanism allows the model to consider information from different positions in the sequence 
when processing sequential data, rather than being confined to a fixed window or convolutional 
kernel. This enables the model to better capture contextual information and understand the 
relationships between different positions in the input data. Additionally, the Self-Attention 
mechanism provides a way to visualize the model's decision-making process, as it can indicate 
which parts of the input it focused on when generating the output[19]. In subsequent models, this 
will be further analyzed by examining the specific points of focus provided by the Self-Attention 
model's sub-modules. The analysis process of elderly care service demand based on MAC model 
is shown in Fig. 4: 
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Fig. 4 Elderly care service demand analysis process based on MAC model. 

Source: Authors 

     In the task of elderly care service demand analysis, the collected survey questionnaires are 
formatted, and then divided into three parts in proportion: the training set, validation set, and test 
set[20]. Typically, during the training process, the model is used to make predictions on the 
training set. The predicted labels are then compared with the actual labels to calculate the loss, 
which is used to update the model parameters. Additionally, during training, the validation set is 
employed to validate the accuracy of the model at different stages. The model that performs best 
on the validation set is selected and retained for further testing. Finally, the model's generalization 
ability and robustness are evaluated on the test set. The specific training process is illustrated in 
Fig. 5. 

 

Fig. 5 Training process of MAC model 
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Source: Authors 

3.2 MAC model pseudocode analysis 

The MAC model used in this study primarily consists of three modules: the MLP module, the Self-
Attention mechanism module, and the Cosine Distance module. As shown in the code snippet 
below, the pre-training data is first loaded into a sequence X. This data will undergo data 
augmentation, which will be explained in the following text on how it transforms the original data. 
Next, an MLP is created, and the X sequence data is loaded into this module to generate 
preliminary fitted data. Then, a Self-Attention model is created to compute the attention 
distribution for the output data from the MLP. Two fully connected layers are created, and the data 
is finally fitted, and the attention distribution results are returned. Finally, a cosine distance formula 
and a fully connected classification layer are created to estimate labels for the generated data. 
During training, the estimated labels are compared with the true labels to calculate the loss, and 
this loss value is backpropagated to the model to update it. 

Algorithm: MAC algorithm of the proposed method. 

Input: [x] sequence of factors that affect the demand for pension services 

1. Ioad pretrained params from Set-[X] 
2. Init Model: 
3.     Create a Dense MLP for inputs.  
4.      Build a Self-Attention to calculate the attention distribution 𝜶𝒑 for 

each element in the input.And return attention distribution 𝜶𝒑 

5.     Build A fully connected layer A with input 𝜶𝒑 and output 𝚬𝒂 

6.     Build A fully connected layer B with input 𝚬𝒂 and output 𝚬𝒃 
7.     Build Cosine function to calculate 𝜽𝒋 

8.     Build A fully connected layer Out with input 𝜽𝒋 and output 𝒚ෝ𝒋 

9. While not converged do: 
10.     Clculate loss for 𝒚ෝ𝒋 and 𝒚𝒋 

11.     Using gradient descent algorithm to backpropagated the loss 

Source: Authors 

3.3 Self-Attention mechanism visualization 

The Self-Attention mechanism can, to some extent, enhance the interpretability of results. Here, 
we achieve this by visualizing and analyzing the attention distribution 𝜶𝒑from the previous section. 

As shown in the pseudocode below, first, the attention distribution 𝜶𝒑from the previous section is 

averaged to obtain the attention mean 𝜶𝒗. Then, by summing 𝜶𝒗, we obtain 𝜶𝒔as the denominator 
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for normalizing the attention distribution. Finally, the attention distribution 𝜶𝒑is used as the 

numerator to obtain the final attention distribution matrix D_norm. Normalizing the attention 
distribution matrix is mainly due to the fact that different features often have different units or 
dimensions, and their ranges of variation are also on different orders of magnitude. Without 
normalization, certain indicators may be overlooked, potentially affecting the results of data 
analysis. 
 

Algorithm: Self-Attention Mechanism Visualization algorithm. 

Input: [x] attention distribution 𝜶𝒑 

1. Clculate the average 𝜶𝒗 of the matrix which axis=0 
2. Clculate the sum 𝜶𝒔 of the matrix 𝜶𝒗 which axis=0 

3. Return the normalized data 𝐷௡௢௥௠ =
𝜶𝒑

𝜶𝒔
 

4. Return the 𝐷௡௢௥௠ 

Source: Authors 

4. Experimental design and result analysis 

    This study will use PyTorch as the deep learning framework for building and training neural 
networks. Compared to TensorFlow, PyTorch employs dynamic computation graphs, meaning the 
computation graph is constructed dynamically based on the order of operations[21]. This approach 
is more flexible, particularly suitable for models involving conditional branches and loops. In 
terms of API friendliness, PyTorch's API is considered more Pythonic and intuitive, making it easy 
to learn and use. The API design of PyTorch is closer to the Python programming style. However, 
in terms of portability, TensorFlow has certain advantages in deployment and portability in 
production environments, as it supports tools like TensorRT and TensorFlow Serving for high-
performance inference and deployment[22]. This experiment is primarily intended for academic 
research and does not involve engineering extensions. 

4.1 Experimental data description 

    The data used in this study are sourced from surveys collected by the authors. In machine 
learning and deep learning, dataset partitioning typically involves dividing the dataset into training, 
validation, and test sets. This process is undertaken to assess the model's performance, tune 
hyperparameters, and ultimately evaluate the model. As shown in Table 3, all 402 data points are 
divided with proportions of 70% for the training set, 20% for the validation set, and 10% for the 
test set. The training set is used to train the machine learning model and usually constitutes the 
majority of the total data (typically 70-80%). The model undergoes parameter updates and learns 
from these data. The validation set is employed for adjusting model hyperparameters and selecting 
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the best-performing model. Typically, the validation set forms a small portion of the total data 
(usually 10-20%). It is not used for training the model but rather for evaluating the model's 
performance under different hyperparameter settings to choose the optimal model. The test set 
serves for the final evaluation of the model's performance. It should be independent of the training 
and validation sets to ensure the objectivity of the evaluation. 
 
Table 3. Data set partitioning 

Name 

 

Options 

 

quantity  

 

Percentage(%) 

 

Accumulation 
percentage 
(%) 

Data set 
Partitioning 

Training set 281 70% 70% 

Validation 
set 

80 20% 90% 

test set 41 10% 100% 

Total 402 100%  

    Source: Authors 

When training deep learning models, it is typically necessary to have a large amount of data 
to achieve good performance. Data augmentation techniques can increase the quantity of training 
data by generating variants, thereby reducing the risk of overfitting. Data augmentation introduces 
diversity in the data, allowing the model to generalize better to unseen data, which can enhance 
both the performance and stability of the model. By incorporating data augmentation, the model 
finds it more challenging to memorize the details of the training data, thus alleviating overfitting 
issues. Since the quantity of data for this experiment is relatively scarce for a deep learning model, 
data augmentation methods will be employed to generate new data and ensure the fitting effect 
and robustness of the model. First, to ensure the robustness of the data, a portion of it will undergo 
mean processing to ensure data smoothness and reduce the proportion of outliers. Second, some 
data will undergo handling of missing values, compelling the model to better understand the 
context and semantics. This approach ensures the model's robustness in handling special cases and 
simulates noise and incompleteness in the real world. Next, a small portion of the data will be 
recombined to generate new data that the model has never seen before, aiding the model in better 
understanding the structure and relationships within the data. Finally, linear interpolation will be 
applied to the data to increase diversity, using mathematical methods such as Newton's 
interpolation to generate reasonable multi-dimensional data. 
4.2 Experimental design description 

This experiment involves testing the proposed algorithm on a private dataset. Initially, we will 
assess the basic classification performance using pure machine learning algorithms: Support 
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Vector Machine (SVM) and pure Multi-Layer Perceptron (MLP). Subsequently, the focus of this 
study is to investigate the importance of influencing factors in elderly care services. This entails 
not only fitting the data with the model but also interpreting the impression factors significantly 
affecting the classification results through the attention distribution output by the model's Self-
Attention mechanism. The evaluation metrics used in the experiment include classification 
accuracy and accuracy variance. Table 4 provides the parameter settings for the MAC model. The 
learning rate is a hyperparameter that controls the magnitude of weight and bias updates in each 
iteration (a step-in batch gradient descent). A higher learning rate leads to larger weight updates 
but may result in an unstable training process, while a lower learning rate provides a more stable 
training process but may require more iterations to converge [23]. The Tanh function is zero-
centered, meaning that, under the condition of zero mean input, the output's mean is also close to 
zero. This aids in accelerating the model's convergence. The output range of the Tanh function is 
useful for certain tasks (such as recurrent neural networks) because it can produce both positive 
and negative outputs. In this paper, the Cosine function is used, with a range of [-1, 1]. Therefore, 
the Rectified Linear Unit (Relu) function, which has a range of [0, +∞], is not chosen as the 
activation function in this paper. The number of categories corresponds to the degree of demand 
for community-based elderly care services and institutional elderly care services, each divided into 
5 intervals. Finally, they are categorized into 10 types of elderly care service demand. 

Table 4 Model parameter settings 

parameter name
  

Parameter size 

Learning rate 0.001 

Number of 
categories 

10 

Activation function Tanh 

Source: Authors 

4.3 Model performance verification experiment 

This paper conducts three experiments to assess the impact of each module on the overall 
model. In this experiment, a controlled variable approach is employed to perform ablation studies 
on specific components, namely Self-Attention and the Cosine distance function. As shown in 
Table 5, when only the Cosine distance module is added, the accuracy of the model is not higher 
than that of the pure Multi-Layer Perceptron model; instead, it decreases by 0.8 percentage points. 
This may be due to the lower loss function during the fitting process with the Cosine distance 
module compared to the model with direct output, resulting in slower convergence. Consequently, 
within the same fixed training time, the accuracy does not surpass the baseline model. On the other 
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hand, for the model with only the Self-Attention module added, there is a 1.4% improvement 
compared to the baseline model. This indicates that the Self-Attention module plays a positive role 
in extracting key information. For the purposes of this study, not only is an enhancement in 
classification performance needed, but also an analysis of the impact of different factors. Finally, 
for the ultimate MAC model in this research, with the simultaneous addition of both the Self-
Attention module and the Cosine distance function, the model's accuracy improves by 4% 
compared to the baseline model, demonstrating that this model exhibits significant enhancement 
on the dataset. 

Table 5 Ablation experiment 

Self-
Attention 

Cosine Acc Std 

  0.811 0.043 

√  0.825 0.041 

 √ 0.803 0.058 

√ √ 0.851 0.039 

Source: Authors 

 

Based on the experimental results, the following four conclusions can be drawn: 

(1) According to the ablation experiments, this study demonstrates that incorporating the Self-
Attention module and Cosine distance into the Multi-Layer Perceptron leads to significant 
improvements in the model. The classification results are also optimal, and the standard deviation 
of this model is controlled at 0.039, lower than that of other models. This indicates that the 
discriminative ability and stability of the model used in this paper are relatively good. In this study, 
various data augmentation methods were applied to the input data, including operations like setting 
data to null or replacing it. These methods increase the richness and diversity of the data, while 
simultaneously providing the model with more training data and stronger robustness.  

(2) Unlike other machine learning algorithms, deep learning algorithms can automatically learn 
to extract features from raw data without the need for manual feature engineering. This is highly 
advantageous in many tasks. In addition, this study introduced data augmentation methods in data 
preprocessing. On one hand, these data augmentation algorithms provide deep learning algorithms 
with more diverse data, enabling the model to have a stronger fitting ability. On the other hand, 
methods like setting data to null or replacing it simulate noise and incompleteness in the real world, 
enhancing the model's robustness in handling special cases. Deep learning models can capture 
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complex nonlinear relationships in data, making them perform better than traditional machine 
learning algorithms in certain tasks. For instance, the activation functions used in deep learning 
bring about a greater ability to fit complex nonlinear models. Deep learning models also offer high 
scalability and flexibility, effectively handling large amounts of data through parallel computing 
and distributed training. Deep learning can be accelerated using GPU cards, significantly reducing 
model fitting time [24]. 

(3) The Self-Attention model is particularly adept at globally capturing dependency 
information. The Self-Attention mechanism allows the model to dynamically allocate attention 
weights to adapt to the context at different positions in the input sequence. In the process of this 
study, the model leverages the Self-Attention mechanism to extract dependency information from 
the entire input data. This efficient computational approach ensures that the model can focus on 
crucial information while learning complex features. 

(4) The MAC model used in this paper is an end-to-end neural network architecture. In contrast 
to traditional machine learning algorithms that require separate preprocessing and feature 
extraction, often necessitating manual design and selection of features in practical machine 
learning model design, which may require domain-specific expertise. By using deep neural 
network models, the issue of poor performance of traditional machine learning algorithms in 
handling highly complex nonlinear data relationships has been addressed. Moreover, the Self-
Attention module used in this study eliminates the need for laborious data analysis using software 
like IBM SPSS, etc. After training, fitting, and testing the model, the required conclusions for this 
study can be obtained through a specialized model analysis report. 

In summary, compared to traditional machine learning methods, the MAC model boasts higher 
accuracy, stability, and robustness. Additionally, the MAC model, as a deep learning model, 
eliminates the need for manual feature extraction, feature engineering, and thereby reduces the 
workload of this study [25]. The MAC model, as a deep learning model, not only achieves end-to-
end learning but also directly analyzes the important parameter information needed for this study 
through the results returned by the introduced Self-Attention module. 

4.4 Elderly care service demand analysis experiment 

In this study, it is necessary to extract the direct outputs of the Self-Attention module in the 
analysis model of elderly care service demand factors. The weights of these outputs indicate the 
importance of different positions or features. As shown in Table 6, specific factors such as age, 
occupation, disposable income, number of children, lifestyle, number of chronic diseases, and 
sleep quality receive higher attention in the output values of the Self-Attention module. Among 
these, disposable income carries the highest weight. This suggests that in elderly care services, the 
level of disposable income often determines the choices made by elderly individuals regarding 
their care. Additionally, age, the number of chronic diseases, and lifestyle are all significant 
influencing factors in the elderly's demand for care. On one hand, as individuals age, the number 
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of chronic diseases tends to increase. On the other hand, the lifestyle of the elderly often leads to 
various difficulties in their daily lives. These factors result in the elderly needing care services that 
provide good medical support and a quiet environment. When selecting care services, disposable 
income also determines the type of care service chosen by the elderly. 

Table 6 Self-Attention module output values 

Factor name Attention 
weight 

Age 4.4632071e-01 

Profession 1.1016900e-01 

Disposable income 9.0246118e-07 

Number of children 1.2674949e-02 

Lifestyle 3.4136746e-02 

Number of chronic Diseases 3.9669773e-01 

Sleep quality 1.0548121e-01 

Source: Authors 

The proposed MAC model in this paper performs classification for the analysis of elderly care 
service demands. This model innovatively incorporates the Self-Attention module and Cosine 
distance function as core components. By building upon the Multi-Layer Perceptron (MLP), the 
model focuses on global factors, integrating the strong generalization ability of the Cosine module 
to enhance the fitting of similar types. The data augmentation operations reduce individual 
differences between data points, generating a greater quantity and diversity of training data. This 
strengthens the model's fitting capability and robustness, especially in specific scenarios. However, 
the model used in this paper has certain limitations. First, in terms of comparing the fitting 
capabilities of the model, we only validated our own algorithm without conducting a horizontal 
comparison with pure machine learning methods. This is partly because the multitude of 
influencing factors used in our study exceeds the capacity of existing machine learning models to 
handle in large quantities. Additionally, our primary focus was on assessing the impact of the 
modules used on the final model's fitting ability, while the secondary focus was on studying factors 
with high attention in this model. Second, our model was unable to determine the positive or 
negative attention levels between influencing factors. Third, our model couldn't achieve the 
adjustment of the relationship between factors and influencing elements. Further research and 
development are needed in this area within the scope of this study for a more comprehensive 
understanding. 
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5. Conclusions 

    The MAC model proposed in this article classifies the analysis of elderly care service demands. 
This model innovatively utilizes a Self-Attention module and Cosine distance function as core 
components. It focuses on fitting global factors based on the use of a multi-layer perceptron (MLP) 
and integrates a highly generalizable Cosine module to enhance the model's fitting for similar 
types. Data augmentation operations on the data can reduce individual differences between data, 
generating a greater quantity and diversity of training data, thereby enhancing the model's fitting 
capability and robustness in special cases. The model used in this article also has certain 
limitations. Firstly, in terms of comparing the fitting capabilities of the model, it only validates its 
own algorithm without conducting a horizontal comparison using pure machine learning. On one 
hand, this is because the influencing factors used in this study are too numerous, and existing 
machine learning models cannot handle large quantities of data. On the other hand, the primary 
focus of this research is to verify the impact of the modules used on the final model's fitting 
capability, with a secondary focus on studying factors with high attention in this model. Second, 
this model is unable to determine the positive or negative attention between influencing factors. 
Third, this model is unable to achieve the adjustment of the relationship between adjusting factors 
and influencing factors. More time and development are needed for further research in this area. 
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