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1.Introduction 
The search for the new probability distributions, their applications  has been an interesting topics 
for the researchers, Bilal et al (2010) proposed a new statistical model which yields a variety of 
some well-known probability distributions including Exponential, Weibull and Rayleigh 
distributions. Mohammad and Kumar (2018), Studied generalized exponential distribution and 
obtained moments generating function for order statistics, Shah et al(2020), studied a new form of 
alpha skew distribution and obtained its properties. The present work also dealing with a new 
probability distribution that has been developed as a size biased distribution of the new distribution 
[12]. 
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1.1 Size-Biasing 

If the observations of a population have unequal probability of their selection in a sample and their 
selection depend on their size or weight and the probability of selecting observations is not equal 
but it is proportional to the size of the observations, the probability distribution for such 
populations are named as the size-biased distributions.  The Size-biasing of some distribution is 
the method to introduce a weight on parent distribution in the form of variables. That is why size 
biased distributions sometimes known as weighted distributions also.  

Size biased distribution was first applied by Warren( 1975),later  Van Deusen (1986) ,  
Grosenbaugh & Director( 1958) , Lappi and Bailey  (1987) worked on many application part of 
size biased distributions. Further it was studied by Dennis and Patil  (1984) . Gove  (2003)reviewed 
some of the more recent results on size-biased distributions pertaining to parameter estimation in 
forestry, with special emphasis on the weibull family. Recent work on size biasing is done by Sabir 
et. al. (2016) in which size biasing of Mukharji – Islam(1983) was studied.  

Method: 

Suppose X is a non-negative variable with its pdf 𝑓(𝑥, 𝜃), where θ is the parameter. 𝑋∗is the 
weighted version of variable 𝑋 and its distribution related to that of 𝑋, is called weighted 
distribution. The distribution of 𝑋∗ is weighted by the value, or size of X, that is why we say that 
𝑋∗ has the X size-biased distribution.  

Definition 1. Suppose X is discrete distribution with p.m.f, 𝑝(𝑥, 𝜃) then after size biasing its cdf  
will be given as, 

𝑑𝐹∗ =
𝑥 𝑝(𝑥, 𝜃)

𝐸(𝑋)
    , 𝑥 = 0,1, … , 𝜃                                                      (1) 

Definition 2. Suppose X is continuous distribution with pad 𝑓(𝑥, 𝜃), then its pdf after size 
biasing will be, 

𝑓∗(𝑥) =
𝑥𝑓(𝑥, 𝜃)

𝐸(𝑋)
, 𝑥 ≥ 0                                                                 (2) 

Here 

𝐸(𝑋) = න 𝑓(𝑥, 𝜃)

ఏ

଴

𝑑𝑥 

This form of distribution was first introduced by Fisher (1934) and later used by Richard Arratia 
and Larry Goldstein (2019). 

1.2. Basic Features of the Rainbow Type Probability Distribution 
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The cdf of distribution of a random variable X is given as, 

𝐹(𝑥) = ቐ
𝑥ଶ

𝜃ଷ
(3𝜃 − 2𝑥),    0 ≤ 𝑥 ≤ 𝜃

0                      , 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                          (3) 

Here 𝜃 is the scale parameter. 
The pdf in the equation above is 

𝑓(𝑥) =
6

𝜃ଷ
(𝑥𝜃 − 𝑥ଶ)                                                                        (4) 

Where  0 ≤ 𝑥 ≤ 𝜃 and 𝜃 ≥ 0 

The reliability function is, 

𝑅(𝑥) = 1 −
𝑥ଶ

𝜃ଷ
(3𝜃 − 2𝑥)                                                           (5) 

Where  0 ≤ 𝑥 ≤ 𝜃 and 𝜃 ≥ 0   

 

1.3. Development of the pdf of Size-Biased Rainbow Type Distribution (SBRD) 

 
SBRD can be obtained by applying the definition of size biasing on Rainbow Type distribution 
[10], 

since  

𝐸(𝑋) = න 𝑥𝑓(𝑥, 𝜃)

ఏ

଴

𝑑𝑥 

Now, for Rainbow distribution, 𝑥 ranges between 0 to 𝜃, and the first moment of  Rainbow Type 
distribution is 

𝐸(𝑋) =
𝜃

2
                                                                            (6) 

From equation (1) and equation (6), we find,  

𝑓∗(𝑥) =
𝑥 ቄ

6
𝜃ଷ (𝑥𝜃 − 𝑥ଶ)ቅ

𝜃
2
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𝑓∗(𝑥) =
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥)                                             

Now, it is easy to verify,  

න 𝑓∗(𝑥, 𝜃)

ఏ

଴

𝑑𝑥 = න
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥)

ఏ

଴

𝑑𝑥 = 1 

Hence, 𝑓∗(𝑥, 𝜃) represents the pdf of SBRD: 
 

𝑓∗(𝑥) = ൝
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥),             0 ≤ 𝑥 ≤ 𝜃,         𝜃 ≥ 0

0                         𝑂𝑡ℎ𝑒𝑟 𝑤𝑖𝑠𝑒

                             (7) 

 

Graphs of pdf of SBRD for different values of 𝜽 
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1.4 The cdf of SBRD   

Following is the cdf obtained by using (7)  

𝐹(𝑥) =
𝑥ଷ

𝜃ଷ
(4 −

3

𝜃
𝑥)                                             (8) 

 

Graphs of cdf of SBRD for different values of 𝜽 

 

 

1.5 Reliability and Hazard Rate Functions of SBRD  

 The Reliability and Hazard rate functions obtained by using (7) and (8),  

The Reliability Function, R(t) is, 
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𝑅(𝑡) = 1 −
𝑡ଷ

𝜃ଷ
൬4 −

3

𝜃
𝑡൰                  (9) 

And the Hazard Rate function, H(t) is, 

𝐻(𝑡) =
12(𝜃 − 𝑥)

𝑥(4𝜃 − 3𝑥)
                   (10) 

Graphs of Reliability Function of SBRD for different values of 𝜽 

 

Graphs of Hazard Rate Function of SBRD for different values of 𝜽 
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2. Mathematical Properties of Size-Biased Rainbow Distribution (SBRD) 

Here, we derived some basic characteristics for SBRD, like mean , variance, moments, moment 
generating function (m.g.f) and characteristic function(cf). 
2.1. Mean, Variance and Moments 
The 𝑟௧௛- moments of SBRD, is 

𝜇௥
. = 𝐸(𝑥௥) = න 𝑥௥𝑓∗(𝑥)

ఏ

଴

𝑑𝑥 

= න 𝑥௥
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥)

ఏ

଴

𝑑𝑥 

=
12

𝜃ସ
න 𝑥୰ାଶ(𝜃 − 𝑥)

ఏ

଴

𝑑𝑥 

1

0.0 0.2 0.4 0.6 0.8 1.0

0

2

4

6

8

x

H
t

2

0.0 0.5 1.0 1.5 2.0

0

10

20

30

40

50

60

x

H
t

10

0 2 4 6 8 10

0

2000

4000

6000

8000

x

H
t

20

0 5 10 15 20

0

10000

20000

30000

40000

50000

60000

x

H
t



DEVELOPMENT OF THE SIZE-BIASED DISTRIBUTION FOR THE RAINBOW TYPE DISTRIBUTION 

 
 

ISSN:1539-1590 | E-ISSN:2573-7104 
Vol. 6 No. 1 (2024) 
 

© 2024 The Authors 
 

5210 

𝜇௥
. =

12

𝜃ସ
ቈ

𝜃௥ାସ

(𝑟 + 3)(𝑟 + 4)
቉                                           (11) 

The mean and the variance of the SBRD are given as 

Mean 

𝑀𝑒𝑎𝑛 = 𝜇ଵ
. =

3𝜃

5
                                                                   (12) 

 

Variance: 

For variance we need,  

𝜇ଶ
. =

2𝜃ଶ

5
 

So variance is,  

𝑉𝑎𝑟𝑖𝑛𝑎𝑐𝑒 =
𝜃ଶ

25
                                                                  (13) 

Moments 

Other useful moments are also here, 

𝜇ଷ
. =

2𝜃ଷ

7
 

𝜇ସ
. =

3𝜃ସ

14
 

The measure of skewness and Kurtosis of the distribution can be obtained by using above 
moments, as: 

2.2. Moment Generating Function (mgf) 

 
The Moment generating function of SBRD is defined as: 

𝑀௑(𝑡) = 𝐸𝑒௧௫ 

= න
ఏ

଴

𝑒௧௫𝑓∗(𝑥)𝑑𝑥 

= න
ఏ

଴

𝑒௧௫
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥) 
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𝑀௑(𝑡) =
12

𝜃ସ
න

ఏ

଴

(𝜃𝑥ଶ − 𝑥ଷ)𝑒௧௫𝑑𝑥 

𝑀௫(𝑡) =
12

𝜃ସ
෍

(𝑡)௥

𝑟!
ቈ

𝜃ସା௥

(3 + 𝑟)(4 + 𝑟)
቉                                         (14) 

 

2.3. Characteristic Function(cf) 

 
The characteristic function of SBRD is given as: 

𝜑௑(𝑡) = 𝐸𝑒ఐ௧  

= න
ఏ

଴

𝑒௜௧௫𝑓∗(𝑥)𝑑𝑥 

= න
ఏ

଴

𝑒௜௧௫
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥) 

𝜑௑(𝑡) =
12

𝜃ସ
න

ఏ

଴

(𝜃𝑥ଶ − 𝑥ଷ)𝑒௜௧௫𝑑𝑥 

𝜑௑(𝑡) =
12

𝜃ସ
෍

(i𝑡)௥

𝑟!
ቈ

𝜃ସା௥

(3 + 𝑟)(4 + 𝑟)
቉                                            (15) 

2.4. Shannon’s Entropy of SBRD 

 
Shannon’s entropy or the measure of uncertainty of a system has two definitions: 
Definition 1: For a discrete random variable f , entropy is defined by; 

𝐻௤(𝑓) = − ෍ 𝑃(𝑋 = 𝑥) log[𝑃(𝑋 = 𝑥)]

௡

௜ୀଵ

                                     (16) 

It is obvious that 𝐻௤(𝑓) ≥ 0 

Definition 2: Entropy of a continuous variable with pdf isdefined as: 

𝐻௤(𝑓) = − න
ஶ

଴

𝑓(𝑥)log𝑓(𝑥) = E[− 𝑙𝑜𝑔 𝑓(𝑥)]                                      (17) 



DEVELOPMENT OF THE SIZE-BIASED DISTRIBUTION FOR THE RAINBOW TYPE DISTRIBUTION 

 
 

ISSN:1539-1590 | E-ISSN:2573-7104 
Vol. 6 No. 1 (2024) 
 

© 2024 The Authors 
 

5212 

above is true when integral exists: Shannon’s entropy of size-biased Rainbow Type Distribution 
(where                0 <  𝑥 ≤  𝜃) can be given as: 

𝐻௤[𝑓∗(x)] = E[− 𝑙𝑜𝑔 𝑓∗(𝑥)] 

= E[− 𝑙𝑜𝑔 ൜
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥)ൠ]  

= 𝐸[−𝑙𝑜𝑔12 + 4𝑙𝑜𝑔𝜃 − 2𝑙𝑜𝑔𝑥 − 𝑙𝑜𝑔(𝜃 − 𝑥 )]   

𝐻௤(𝑓) = −𝑙𝑜𝑔12 + 4𝑙𝑜𝑔𝜃 − 2𝐸(𝑙𝑜𝑔𝑥) − 𝐸[𝑙𝑜𝑔(𝜃 − 𝑥 )]                       (18) 

𝐸(𝑙𝑜𝑔 𝑥) = න
ఏ

଴

𝑙𝑜𝑔 𝑥 𝑓∗(𝑥) 

= න
ఏ

଴

𝑙𝑜𝑔 𝑥
12

𝜃ସ
(𝜃𝑥ଶ − 𝑥ଷ)𝑑𝑥 

=
12

𝜃ସ
ቈ𝜃 න

ఏ

଴

𝑥ଶ 𝑙𝑜𝑔 𝑥  − න
ఏ

଴

𝑥ଷ 𝑙𝑜𝑔 𝑥 ቉ 

𝐸(𝑙𝑜𝑔 𝑥) = 𝑙𝑜𝑔 𝜃 −
7

12
                                                                                (19) 

𝐸[𝑙𝑜𝑔(𝜃 − 𝑥 )]  = න
ఏ

଴

[𝑙𝑜𝑔(𝜃 − 𝑥 )]𝑓∗(𝑥) 

= න
ఏ

଴

[𝑙𝑜𝑔(𝜃 − 𝑥 )] 
12

𝜃ସ
(𝜃𝑥ଶ − 𝑥ଷ)𝑑𝑥 

=
12

𝜃ସ
න (𝜃𝑥ଶ − 𝑥ଷ)

ఏ

଴

𝑙𝑜𝑔(𝜃 − 𝑥 ) 𝑑𝑥 

𝐸[𝑙𝑜𝑔(𝜃 − 𝑥 )]  =
13

12
− 𝑙𝑜𝑔 𝜃                                                             (20) 

Now by equ (16) and eqn (17) we have, 

𝐻௤(𝑓) = −𝑙𝑜𝑔12 + 4𝑙𝑜𝑔𝜃 − 2 ൤𝑙𝑜𝑔 𝜃 −
7

12
൨ − ൤

13

12
− 𝑙𝑜𝑔 𝜃 ൨ 

𝐻௤(𝑓) = 3𝑙𝑜𝑔𝜃 − 𝑙𝑜𝑔12 +
1

12
                                                         (21) 
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2.5. Fisher’s Information of SBRD 

 
For a random variable X, Fisher Information about the parameter θ is given by, 

𝐼(𝜃) = 𝐸 ൤
𝜕

𝜕𝜃
log{𝑓∗(𝑥)}൨ 

If log f(x, θ) is twice differential wrt θ, Fisher’s information is given by, 

𝐼(𝜃) = 𝐸 ቈ
𝜕ଶ

𝜕ଶ𝜃
log{𝑓∗(𝑥)}቉ 

Now pdf of SBRD is given by: 

𝑓∗(𝑥) =
12

𝜃ସ
𝑥ଶ(𝜃 − 𝑥) 

Here 𝜃 is a shape parameter. 
Taking log on both sides of above pdf, we have 

𝑙𝑜𝑔{𝑓∗(𝑥)} = log 12 − 4 log 𝜃 + 2 log 𝑥 + log(𝜃 − 𝑥)                                     (22) 

Differentiating eqn (8) partially w.r.t. 𝜃 , we get 

𝜕

𝜕𝜃
log{𝑓∗(𝑥)} =

1

𝜃 − 𝑥
−

4

𝜃
 

−𝐸 ቈ
𝜕ଶ

𝜕ଶ𝜃
log{𝑓∗(𝑥)}቉ = −

4

𝜃ଶ
+ 𝐸 ൤

1

(𝜃 − 𝑥)ଶ
൨                                                (23) 

𝐸 ൤
1

(𝜃 − 𝑥)ଶ
൨ = 𝐸[(𝜃 − 𝑥)ିଶ] =

6

𝜃ଶ
[3 − 2 ln 𝜃] 

Now, Fisher’s Information of SBND is given as; 

−𝐸 ቈ
𝜕ଶ

𝜕ଶ𝜃
log{𝑓∗(𝑥)}቉ =

14 − 12 ln 𝜃

𝜃ଶ
                                                       (24) 

 

3. Estimation of parameter 

 
The maximum likelihood estimator of the parameter is somehow complicated therefore the 
method of moments could be preferred for estimating the parameter, 



DEVELOPMENT OF THE SIZE-BIASED DISTRIBUTION FOR THE RAINBOW TYPE DISTRIBUTION 

 
 

ISSN:1539-1590 | E-ISSN:2573-7104 
Vol. 6 No. 1 (2024) 
 

© 2024 The Authors 
 

5214 

3.1 Estimation by the method of moments 

Following relation will provide the estimated value for the parameter 𝜃 

𝜇௥
. =

12

𝜃ସ
ቈ

𝜃௥ାସ

(𝑟 + 3)(𝑟 + 4)
቉ = 𝑚௥

ᇱ                                       (25) 

3.2. Bayesian Estimator of SBRD for Uniform Prior 

Likelihood function of SBRD is: 

𝐿(𝑥; 𝜃) =
12௡

𝜃ସ୬
ෑ 𝑥ଶ ෑ(𝜃 − 𝑥)

௡

௜ୀ଴

௡

௜ୀ଴

 

Since 0 <  𝑥 ≤  𝜃, we assume Uniform prior about 𝜃. Uniform prior 𝑔(𝜃)  =  1, and 

𝑓(𝜃\𝑥) =  
𝐿𝑔(𝜃)

∫ 𝐿𝑔(𝜃)𝑑𝜃
ఏ

଴

 

𝑓(𝜃\𝑥) =  

12௡

𝜃ସ୬ ∏ 𝑥ଶ ∏ (𝜃 − 𝑥)௡
௜ୀ଴

௡
௜ୀ଴ × 1

∫
12௡

𝜃ସ୬ ∏ 𝑥ଶ ∏ (𝜃 − 𝑥)௡
௜ୀ଴

௡
௜ୀ଴ × 1𝑑𝜃

ఏ

଴

            (26) 

is the posterior distribution for SBRD. 

4. Test for Size-Biasedness of Size-Biased Rainbow Distribution (SBRD) 

 
Let 𝑋1, 𝑋2, 𝑋3, . . . 𝑋𝑛  is random sample of size n drawn from size-biased New distribution. We 
test the hypothesis, 𝐻0 =  𝑓(𝑥, 𝜃) against 𝐻1 = 𝑓∗(𝑥, 𝜃). To check whether sample of size 𝑛 is 
drawn from the New distribution or size-biased New distribution, the following test is used. 

∆=
𝐻ଵ

𝐻଴
= ෑ ቈ

𝑓∗(𝑥, 𝜃)

𝑓(𝑥, 𝜃)
቉

௡

௜ୀଵ

 

∆=
𝐻ଵ

𝐻଴
= ෑ ቎

12
𝜃ସ 𝑥ଶ(𝜃 − 𝑥)

6
𝜃ଷ (𝑥𝜃 − 𝑥ଶ)

቏

௡

௜ୀଵ

 

∆=
𝐻ଵ

𝐻଴
= ෑ ቎

12
𝜃ସ 𝑥ଶ(𝜃 − 𝑥)

6
𝜃ଷ 𝑥(𝜃 − 𝑥)

቏

௡

௜ୀଵ
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∆=
𝐻ଵ

𝐻଴
= ൬

2

𝜃
൰

௡

ෑ 𝑥௜

௡

௜ୀଵ

 

Null hypothesis will be rejected, if we have 

൬
2

𝜃
൰

௡

ෑ 𝑥௜

௡

௜ୀଵ

> 𝑘 

or equivalently, we reject the Null hypothesis where, 

∆∗= ෑ 𝑥௜

௡

௜ୀଵ

> 𝑘∗ 

𝑘∗ = 𝑘 ൬
2

𝜃
൰

௡

> 0 

5.Conclusion 

The aim of this paper is to introduce a new size-biased distribution based on the Rainbow Type 
Probability Distribution that we called here SBRD, this distribution is based on a new original 
distribution. Thereafter we discussed it’s structural properties, that included mean, variance, 
moments of the distribution. The generating functions are also derived. Shannon’s entropy and 
Fisher’s information matrix has been calculated. We have also obtained estimates of parameters 
using classical and Bayes’ method. 
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