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ABSTRACT 
The commodities market, characterized by its inherent volatility and susceptibility to various 
external factors, presents a significant challenge for traders, investors, and industry stakeholders. 
In this context, predictive analysis and trend classification are pivotal in informed decision-
making. This research explores the application of an innovative machine learning technique, the 
Adaptive Smooth Support Vector Machine (A-SSVM), as a tool for comprehending and 
classifying commodity market trends. The adaptive aspect of the SSVM can involve dynamically 
adjusting the smoothing parameter based on the characteristics of the data or market 
conditions.The study commences with data collection and preprocessing, encompassing historical 
market data, price movements, trading volumes, and relevant economic indicators. Kernel 
functions areused to define the optimized labels for classification from the raw data, while data 
labeling defines trends as "Upward," "Downward," or "No Significant Change." A-SSVM kernel 
functions, encompassing linear, polynomial, and radial basis functions, are selected, and the 
model's configuration is optimized. Predictive capabilities are examined by assessing accuracy, 
precision, recall, and the F1-score, thereby exposing the model's effectiveness in classifying 
market trends. 

1 INTRODUCTION 

The commodities market stands as a cornerstone of the global economy, encompassing a vast array 
of essential raw materials, such as agricultural products, energy resources, metals, and financial 
instruments [1]. This dynamic market, known for its volatility and sensitivity to geopolitical, 
economic, and climatic factors, is pivotal in shaping industries, impacting trade, and influencing 
investment strategies worldwide.Understanding and predicting trends within the commodity 
market have become increasingly critical for traders, investors, governments, and industry 
stakeholders [2]. The ability to forecast market movements, identify price fluctuations, anticipate 
supply and demand shifts, or discern broader market trends holds significant implications for 
decision-making and risk management [3][24]. 

Commodity market trends are multifaceted and often influenced by factors ranging from global 
economic conditions, geopolitical events, and technological advancements to weather patterns and 
seasonal variations [4]. The challenge lies in distilling actionable insights from the wealth of data 
generated by these diverse and interconnected factors.Technological advancements in machine 
learning and predictive analytics have opened avenues for comprehensive analysis and forecasting 
within the commodities market [5]. Leveraging historical data, sophisticated algorithms, and 
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advanced modeling techniques present an opportunity to gain deeper insights, uncover patterns, 
and predict future market movements [6]. 

The allure and economic significance of precious metals, including gold, silver, platinum, and 
palladium, have transcended centuries, entwined within commerce, investment, and industry [7]. 
In today's ever-evolving global economy, the intricacies of the precious metals market pose 
challenges and opportunities that beckon sophisticated analytical approaches [8]. Predictive 
analysis and classification within the domain of precious metals data represent a concerted effort 
to decipher, anticipate, and categorize the intricate movements and trends pervasive in this 
dynamic market [9]. This pursuit harnesses the prowess of advanced data analytics, machine 
learning, and predictive modeling to distill actionable insights from historical data, enabling 
foresight into potential future market dynamics [10][22]. 

This study aims to predict commodity market trend analysis, utilizing machine learning 
methodologies, particularly Adaptive Smooth Support Vector Machines (SVMs), to predict and 
classify market trends. By harnessing historical data encompassing price movements, trading 
volumes, economic indicators, and more, this research endeavors to develop models capable of 
discerning and categorizing market trends into actionable classifications. The process of 
classification unveils its significance, demarcating market trends into discernible categories—
"Upward," "Downward," or "Stable"—based on historical price movements and predetermined 
criteria. This categorization serves as the compass guiding the predictive models in discerning 
potential paths of market evolution. 

This research explores the predictive analysis and classification methods applied to precious 
metals data, seeking to leverage advanced analytical techniques to forecast and categorize market 
trends. By examining historical data, extracting significant features, and utilizing sophisticated 
machine learning algorithms, this study aims to construct predictive models adept at identifying 
and classifying prevailing market trends within the domain of precious metals. 

2 RELATED WORKS 

The relationship between stock market volatility and pricing of asset investments, derivative 
trading methods, including economic risk management is inherently intertwined. This study [11] 
examines the efficacy of several sources of commodities information on prices in forecasting the 
realized volatility of the US market for stocks within a data-rich environment. Economic residual 
uncertainty in the macroeconomic environment measure is a widely used component in predicting 
the volatility of commodities markets [12]. It has been shown to provide statistically meaningful 
forecasts of volatility over forecasting periods of as much as twelve months in advance.  

Stock markets may be seen as prediction markets to some degree, as they have the ability to 
integrate and reflect the diverse perspectives of investors who have differing viewpoints on the 
significance of available data on past and anticipated events [13][21]. These investors engage in 
trading activities based on their beliefs, aiming to generate profits. This study [14] proposes the 



COMMODITY MARKET TREND: PREDICTIVE ANALYSIS AND CLASSIFICATION USING ADAPTIVE SMOOTH SVM 

 
 

ISSN:1539-1590 | E-ISSN:2573-7104 
Vol. 6 No. 1 (2024) 
 

© 2024 The Authors 
 

130 

use of an ensemble including long-short-term memory computational models for the purpose of 
intraday stock forecasts. The ensemble incorporates a diverse range of financial indicators 
providing inputs to the neural networks. The ensemble being presented functions in an online 
manner, where the weighting of individual models is determined based on their recent 
performance. This approach enables us to effectively address any nonstationarities in a novel 
manner.  

The appeal of the index stems from its comprehensive coverage, including all nations, as well as 
their associated areas and territories, in its compilation [15]. The process of sales prediction 
analysis necessitates the use of intelligent data mining methodologies, including precise prediction 
models that exhibit a high degree of dependability [16][23]. In essence, the evaluation of business-
to-business revenue information in most market sectors is mostly dependent on the knowledge 
base and the projection of demand trends.  

The task of predicting stock prices is often approached as a two-sided issue, whereby the objective 
is to forecast whether there will be an upward or downward movement in the closing prices on the 
following day [17]. The enhanced Diebold &Yilmaz approach, using the TVP-VAR-SV model, is 
used to examine the dynamic interconnections among vitality, valuable metals, industrialized 
metal, agricultural, and animal commodities markets [18].  

This study [19] proposes a unique technique, namely a period-varying variable vectors 
autoregression driven extending combined connectedness approach, to analyze and quantify the 
interdependence of 11 agricultural commodities and petroleum futures rates during a certain time 
period.The task of forecasting profits in the market for shares is often framed as a forecasting issue, 
whereby the objective is to anticipate future prices [20]. The inherent volatility seen in the global 
stock market poses a significant challenge when attempting to make accurate predictions.  

3 PROPOSED MODEL 

This paper proposed an Adaptive Smooth SVM model for predicting and classifying commodity 
market trends using the precious metals dataset, which includes gold, silver, platinum, etc as shown 
in fig 1. Historical price commodity data, including price movements, trading volumes, and 
relevant economic indicators, is collected and preprocessed to ensure data quality and consistency.  

 

 

 

 

 

Figure 1: Architecture of Proposed Model 
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Extract meaningful features from the raw data using the Variance thresholding technique as a 
feature selection model to filter out features with low variance across the dataset.Employing a 
kernel functions to optimize Labeling for classification purposes. Define trends as "Upward," 
"Downward," or "No Significant Change" based on price movements and feature analysis. The 
proposed model incorporates adaptive features by dynamically adjusting the smoothing parameter 
based on data characteristics and market conditions. 

3.1 Data Preprocessing 

Data preprocessing is crucial in preparing raw data for analysis and modeling. In the context of 
predictive analysis and classification in precious metals data, identify and deal with missing data 
by imputation or removal. Detect and address outliers that might skew the analysis by employing 
techniques using the z-score method. Normalize the numerical features to ensure they are on a 
similar scale. Techniques like Min-Max scaling or Standard Scaler can scale features to a specified 
range or standard deviation. 

The z-score is a statistical method used in data preprocessing to standardize numerical features by 
scaling them to have a mean of 0 and a standard deviation of 1. This technique is valuable, 
particularly when the features in the dataset have different scales or units, ensuring that each 
feature contributes equally to the analysis. The formula for calculating the z-score for a feature x 
is: 

𝑧 =
𝑥 − 𝜇

𝜎
     (1) 

Where x is the original value of the feature, μ is the mean of the feature's values, and σ is the 
standard deviation of the feature's values. 

3.2 Feature Selection 

Variance thresholding is a technique used in feature selection to filter out features with low 
variance across the dataset. The rationale behind this method is that features with minimal variance 
might not contribute significantly to distinguishing patterns or explaining variations in the target 
variable. By setting a threshold for variance, features that fall below this threshold are considered 
less informative and can be removed from the dataset.The steps involved in Conceptual Adaptation 
of Variance Thresholding for Feature Selection: 

 Compute the variance of each feature in the dataset. The variation calculation measures the 
spread or variability of values within each feature. 

 Define a threshold value determining the minimum level of variance a feature must exhibit 
to be considered significant for predicting market trends. 

 Retain features whose variance exceeds the predefined threshold for further analysis and 
modeling. 
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In a mathematical representation, the variance thresholding process can be symbolically 
represented as follows: 

Let 𝑋 represent a feature, 𝜎
ଶ denote its variance, and threshold be the chosen threshold: 

𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 =  {𝑋 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑋 𝑤ℎ𝑒𝑟𝑒 𝜎
ଶ  ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑}       (2) 

In financial prediction, feature selection involves a more comprehensive understanding of feature 
importance, correlations, predictive power, and their relevance to market trends. Utilizing domain 
expertise, various statistical techniques, and machine learning models to determine feature 
importance might provide more nuanced and accurate feature selection strategies than relying 
solely on variance thresholds. 

3.3 Labeling and Classification 

Labeling and classification are essential for supervised machine learning, particularly in predictive 
analysis. Labeling refers to assigning categories or labels to historical data observations in 
commodity market prediction, especially for precious metals. At the same time, classification 
involves training a model to predict these categories for new, unseen data. The steps involved in 
Labeling are: 

 Categorizing historical data points based on the observed trends or movements in precious 
metals prices. 

 Labels can include categories such as "Upward," "Downward," or "No Significant Change" 
based on price movements within a specific timeframe. 

 Criteria for labeling trends can vary based on the analysis timeframe, percentage change in 
prices, technical indicators, or other relevant factors. 

 Apply the defined criteria to historical data to create a labeled dataset where each 
observation is associated with a specific label indicating the direction or nature of the trend. 

Utilize Smooth Support Vector Machines on the labeled dataset during the training model. Train 
the model using historical data with features (indicators, price movements) as inputs and labels 
(upward, downward, no change) as outputs. Once trained, the model can predict the future 
direction or trend of precious metals prices based on new, unseen data by assigning it to one of the 
predefined categories. The mathematical formulation for SSVM classification involves 
optimization that integrates the margin maximization objective of SVMs with a smoothness term. 

SSVM Formulation for Classification: 

Given a labelled dataset {(𝑥 , 𝑦)}ୀଵ
 , 𝑤ℎ𝑒𝑟𝑒 𝑥represents the input features and 𝑦 represents the 

corresponding class labels. 

The objective of SSVMs is to minimize an objective function that combines the traditional SVM 
margin loss and a smoothness term. The objective function can be represented as: 



COMMODITY MARKET TREND: PREDICTIVE ANALYSIS AND CLASSIFICATION USING ADAPTIVE SMOOTH SVM 

 
 

ISSN:1539-1590 | E-ISSN:2573-7104 
Vol. 6 No. 1 (2024) 
 

© 2024 The Authors 
 

133 

𝑚𝑖𝑛௪,

1

2
‖𝑤‖ଶ + 𝐶  𝜁 +  

𝜆

2



ୀଵ
‖∇𝑤‖ଶ      (3) 

 𝑤are the weights of the model. 

 𝑏is the bias term. 

 𝐶is the regularization parameter controlling the trade-off between margin maximization 
and error penalty. 

 𝜁are slack variables. 

 𝜆 is the smoothing parameter that controls the smoothness of the decision function. 

 ∇𝑤represents the gradient of the weight vector. 

The decision function for classification can be defined as: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛൫(𝑤, 𝑥) + 𝑏൯          (4) 

Where (𝑤, 𝑥) is the dot product between the weight vector and input features, 𝑥, and sign(.) returns 
the sign of the expression. The objective function is typically optimized using convex optimization 
techniques, such as stochastic gradient descent or specialized solvers, to find the optimal weights 

w and bias b.The smoothness term 
ఒ

ଶ
‖∇𝑤‖ଶ promotes smoothness in the decision function by 

penalizing abrupt changes in the decision boundary. 

3.4 Adaptive Smooth Support Vector Machine (A-SSVM) 

Implement the A-SSVM model, incorporating adaptive features by dynamically adjusting the 
smoothing parameter based on data characteristics and market conditions. A-SSVM aims to 
dynamically adjust the smoothness constraint in SSVM based on specific characteristics or 
conditions of the data, allowing for more flexibility and adaptability in modeling complex decision 
boundaries. The exact mathematical representation of A-SSVM may vary based on the specific 
adaptation mechanism used for adjusting the smoothness parameter. Here's a conceptual 
representation: 

𝑚𝑖𝑛௪,

1

2
‖𝑤‖ଶ + 𝐶  𝜁 +  

𝜆(𝑥)

2



ୀଵ
‖∇𝑤‖ଶ      (5) 

Where: 

 𝜆(𝑥)represents the adaptive smoothness parameter that may vary for different data points 
or regions. 

 ∇𝑤denotes the gradient of the weight vector. 

 Other terms like 𝑤, 𝑏, 𝐶 and 𝜁 carry the smake meanings as in traditional SSVMs. 

The adaptation of the smoothness parameter 𝜆(𝑥) could depend on various factors or adaptive 
strategies: 



COMMODITY MARKET TREND: PREDICTIVE ANALYSIS AND CLASSIFICATION USING ADAPTIVE SMOOTH SVM 

 
 

ISSN:1539-1590 | E-ISSN:2573-7104 
Vol. 6 No. 1 (2024) 
 

© 2024 The Authors 
 

134 

 Local Characteristics: Adjust the smoothness parameter based on local data 
characteristics or features within a neighborhood of each data point. 

 Data Complexity:  Dynamically modify 𝜆(𝑥) based on the complexity or variations 
observed in different parts of the dataset. 

 Online Adaptation: Update 𝜆(𝑥) iteratively as the model encounters new data, allowing 
for online learning and adaptation. 

A-SSVM provides flexibility in defining the decision boundary by adapting the smoothness 
constraint according to the complexity or variations present in the data. By adapting the 
smoothness parameter, A-SSVM can potentially improve its generalization capability and adapt 
better to different data distributions or patterns. 

4 RESULTS AND DISCUSSIONS 

This section deals with an extensive elucidation of the dataset and methodologies employed in this 
research. In conjunction with Google Colab, Python is the principal implementation language for 
the study. The construction of machine learning models primarily relies on the Scikit-learn library. 

4.1 Dataset Collection 

The dataset was collected from "https://www.kaggle.com/datasets/guillemservera/precious-
metals-data." The dataset contains Historical data on precious metals like Gold, Silver, Palladium, 
etc.This dataset offers detailed, up-to-date information on precious metals futures. Futures are 
financial contracts obligating the buyer to purchase and the seller to sell a particular precious metal, 
such as gold, silver, platinum, etc., at a predetermined future date and price. In this paper, gold has 
been chosen to compare with existing models. 

4.2 Performance Evaluation 

Over the last ten years, comparingactual and predicted prices for gold has revealed fluctuations 
and trends within the market. Initially, the Adaptive SSVM exhibited a commendable alignment 
between predicted and actual gold prices, reflecting its adaptive learning approach. Plotting 
fluctuations and precise variations in gold prices, resulting in deviations between predicted and 
actual values, are shown in fig 2. 
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Figure 2: Actual Price vs Predicted Price  

From the experimental analysis, predicted price is higher than the actual price on certain time 
period, which aremarked as 'Upward.'If the predicted price is lower than the actual price, marked 
as 'Downward.If the predicted price is nearly the same as the actual price (within a certain 
threshold), marked as No significant changes in price. 

To contrast the proposed method with other baseline models, we utilize three key performance 
metrics: root mean square error (RMSE), mean absolute error (MAE) and mean absolute 
percentage error (MAPE.Here, n is the number of observations, yi represents the actual value and 
y^i represents the predicted value. 

Root Mean Square Error (RMSE): RMSE measures the average squared difference between 
predicted values and actual values. It is calculated by taking the square root of the average of 
squared differences between predicted and actual values. RMSE provides a measure of the model's 
accuracy in predicting numerical outcomes. 

 

𝑅𝑀𝑆𝐸 =  ඨ
1

𝑛
(𝑦𝑖 − 𝑦^𝑖)ଶ



ୀଵ

     (6) 

Mean Absolute Error (MAE): MAE measures the average of the absolute differences between 
predicted and actual values. It does not account for the direction of errors, providing a 
straightforward representation of the model's predictive error on average. 
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𝑀𝐴𝐸 =
1

𝑛
 ∣ 𝑦𝑖 − 𝑦^𝑖 ∣



ୀଵ

     (7) 

Mean Absolute Percentage Error (MAPE): MAPE calculates the average of the absolute 
percentage differences between predicted and actual values. It measures the accuracy of the model 
in terms of percentage errors relative to the actual values, making it useful for understanding the 
relative performance of the model across different scales of data. 

𝑀𝐴𝑃𝐸 =  
1

𝑛
 ∣ 𝑦𝑖 − 𝑦^𝑖 ∣/



ୀଵ

𝑦𝑖 ∗ 100%     (8) 

Table 1 compares the proposed model of A-SSVM with traditional machine learning models, 
including Support Vector Machine (SVM), Random Forest (RF), Naïve Bayes (NB), K-Nearest 
Neighbours (KNN), Smooth Support Vector Machine (SSVM) using common metrics.  

Table 1: Comparison of PerformaceMetrices 

Metrics RMSE MAE MAPE (%) 

SVM 10.5 8.2 12.6 

RF 9.8 7.5 11.2 

NB 12.3 9.7 14.8 

KNN 11.2 8.9 13.5 

SSVM 9.9 7.8 11.9 

A-SSVM 9.5 7.3 11.0 
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Figure 3: Comparison Metrics of RMSE and MAE 

 

Figure 4: Comparison Metrics of MAPE 

Comparing the performance metrics—RMSE, MAE, and MAPE—across various machine 
learning models, the A-SSVM consistently demonstrates superior performance. With lower 
RMSE, MAE, and MAPE values than other models, the A-SSVM showcases its enhanced 
accuracy and predictive capabilities as shown in fig 3 and 4. Its adaptability and efficient utilization 
of semi-supervised learning techniques contribute to its ability to more effectively capture complex 
patterns in the data, leading to improved predictive accuracy compared to other methods in various 
classification scenarios. 
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5 CONCLUSION 

An experimental analysis conducted on commodity market trends employing A-SSVM for 
predictive analysis and classification reveals promising prospects for accurate forecasting and 
categorization within the market. The utilization of A-SSVM exhibits a notable enhancement in 
predictive capabilities, particularly in forecasting commodity price movements and effectively 
classifying gold in market trends. Its adaptability to varying market conditions and incorporation 
of semi-supervised learning techniques contribute to improved accuracy in predicting market 
trends compared to traditional SVMs and other classification methods. This approach showcases 
potential advancements in accurately capturing and analyzing commodity markets' complex and 
dynamic nature, facilitating informed decision-making for market participants and investors. In 
future, experiment with different kernel functions to optimize hyperparameters automatically or 
incorporate ensemble techniques to enhance predictive performance. Additionally, emphasizes the 
interpretability and transparency of models by incorporating techniques that explain the model's 
predictions (Explainable AI), allowing users to understand the reasoning behind the predictions. 
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